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ABSTRACT

For human interaction, it is important to understand what emotional state others are
in. Especially the observation of faces aids us in putting behaviours into context and
gives insight into emotions and mental states of others. Detecting whether someone
is nervous, a form of state anxiety, is such an example as it reveals a person’s
familiarity and contentment with the circumstances. With recent developments in
computer vision we developed behavioural nervousness models to show which
time-varying facial cues reveal whether someone is nervous in an interview setting.
The facial changes, reflecting a state of anxiety, led to more visual exposure and
less chemosensory (taste and olfaction) exposure. However, experienced observers
had difficulty picking up these changes and failed to detect nervousness levels
accurately therewith. This study highlights humans’ limited capacity in determining
complex emotional states but at the same time provides an automated model that
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can assist us in achieving fair assessments of so far unexplored emotional states.

1. Introduction

The human ability to infer the mental state of another
person in order to adapt one’s own behaviour is funda-
mental to effective social communication (Morris &
Keltner, 2000). Even in the absence of salient emotional
cues, having to make do with subtle facial changes (e.g.
blushing), humans remain remarkably adept at creat-
ing mental models to infer the other person’s thoughts
and feelings (Benitez-Quiroz et al., 2018). It is often
assumed that a small set of core emotions is expressed
through prototypical facial muscle configurations
(Ekman & Friesen, 2003), allowing the observer to
decode a myriad of social and emotional information
through specific diagnostic face regions. However,
in an extensive and influential review, prominent
emotion researchers criticise previous efforts to
study facial expressions, mainly because the facial

expressions of emotional (and other) states vary sub-
stantially across individuals, cultures and situations
(Barrett et al., 2019). Fuelled by substantial evidence
for these shortcomings, the authors recommended
to systematically study context-specific (and culture-
specific)  spatiotemporal  dynamics of facial
expressions. This would mean that each facial muscle
change over time per situation needs to be labelled,
which would be a time-consuming and challenging
task. The process of deciphering facial cues indicative
of someone else’s thoughts and feelings requires
complex scanning of facial features (Eisenbarth &
Alpers, 2011). Thisimposes heavy demands on the allo-
cation of visual attention to spatial locations on the
face as demonstrated by far-from-perfect recognition
performances (Naber et al, 2013), especially when
emotional expressions are subtle (Hoffmann et al,
2010). Even though extensive efforts have been
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made to examine the facial cues of discrete emotions
(e.g. Wegrzyn et al,, 2017), the labelling challenge
described above likely explains why much less
research has been devoted to dynamic and situation-
specific facial markers of emotional states.

One such non-primary, well-known and context-
dependent emotion is nervousness. Nervousness is a
form of state anxiety (Spielberger, 1972; Spielberger &
Rickman, 1990), which is typically described as a tempor-
ary increase of feeling tension, apprehension and arousal
when faced with threats. Studying and reducing state
anxiety is relevant as, for example, elevated levels can
hamper recovery after hospital treatments (Gillen et al,,
2008; Welsh, 2000). However, to our knowledge, no
scientific literature exists that has investigated the
spatiotemporal behavioural (and physiological) pat-
terns that correlate with being in a nervous or
anxious state. Here we are specifically interested in
the state of nervousness caused by a situation in
which a person is judged by others (i.e. psychosocial
stressor) rather than by a fear of failure or unknown
physical outcome. One can be nervous while familiar
with what is to come and without anxiety for an
event. In this context, nervousness and the associated
facial expressions have not been studied. This is
remarkable when considering how often people
talk about this feeling in the context of exams, job
interviews and other situations in which one is
judged. It is important to note though that judg-
ment-evoked nervousness obviously taps into state
anxiety and stress that is evoked during tasks such
as the Trier Social Stress Test (Kudielka et al., 2007).
However, the exact “affective program” underlying
the subjective feeling of nervousness and the
related behavioural and physiological markers of
this psychological state remain unknown. Here, we
take the first step in filling this gap in the scientific lit-
erature by implementing a more objective approach
to measuring this emotional state.

In research settings, mental state information is
typically inferred from self-report (e.g. validated ques-
tionnaires), physiological measures (e.g. facial electro-
myography, photoplethysmography, electrodermal
activity), or observational measures (e.g. labelling of
the frequency of emotional expressions). While there
are merits to using more objective physiological
instruments (e.g. high accuracy, precision and no
biases), these measures typically rely on a costly,
time-consuming and uncomfortable setup (e.g.
wires, placement of electrodes), potentially disrupting
participant comfort and natural activity (e.g.

restricting bodily movements). Observational tech-
niques also have their limitations, including biases,
observer expectancy effects (Greenberg & Folger,
2012; Klein et al., 2012), bystander effects on partici-
pants (e.g. Hawthorne effect; Landsberger, 1958),
as well as difficulty making causal inferences
(Sackett, 2015). However, in recent years, computer
vision (CV) research has gained tremendous atten-
tion, allowing for the development of algorithms
that automatically detect and analyse dynamic
facial and cardiac activity from video footage (Bal-
trusaitis et al., 2016); remote photoplethysmogra-
phy: (van der Kooij & Naber, 2019). We posit that
the implementation of modern CV technology on
video footage allows for tracking the spatiotem-
poral nuances of facial activity, while simul-
taneously overcoming the limitations of more
established physiological measures. Indeed, the
findings of several studies suggest that dynamic
information facilitates facial processing in humans
(Cunningham & Wallraven, 2009; Fiorentini &
Viviani, 2011; Kamachi et al, 2013; Krumhuber
et al.,, 2013), implying the importance of consider-
ing gradients of facial muscle responses for infer-
ring mental states too fleeting, subtle, or complex
to detect during normal conditions of social
communication.

Few studies used CV to detect dynamic facial infor-
mation, and aimed to determine states of delight or
frustration (Hoque et al, 2012), the regulation of
emotions (Hoegen et al.,, 2019), or stable trait charac-
teristics (Junior et al., 2018; Mehta et al., 2019). Also,
such models are often trained exclusively on image
or video datasets labelled and rated by observers
(e.g. (Sutherland et al., 2015); but see (Guntuku
et al., 2015; Liu et al., 2016), for introspection-based
models), potentially yielding biased or ungrounded
models. The present work leveraged the advance-
ments in CV for the development of a novel video-
based approach for inferring a complex mental state
that evokes subtle changes in facial muscle activity
related to emotional distress. Specifically, we demon-
strate the feasibility of our unobtrusive method for
the automated analysis of spontaneous facial cues
using consumer-level webcams for measuring an indi-
vidual's state anxiety, that is, more specifically, ner-
vousness. For the first time, we will compare the
accuracy and weights of CV features set by machine
learning models that predict observer-based nervous-
ness ratings and introspective participant-based ner-
vousness ratings.



2. Methods
2.1. Participants

This study invited two groups of participants, each for
two separate purposes. The first group participated as
candidates in job interviews to create videos that
served as input and stimulus material for non-verbal
behaviour assessments by a model and human obser-
vers. The second group participated as human obser-
vers that rated the candidates on nervousness by
inspecting non-verbal behaviour in the videos.

The first group consisted of a total of 154 Dutch stu-
dents (age: M=21.8, SD=2.0, range = 18-26; 70 men,
84 women) recruited through flyers on the campus
and social media advertisements. Note that they par-
ticipated in a larger cohort study on facial behaviour
and several mental states during job applications.

The second group consisted of 6 observers (age: M =
29.2, SD=4.7, range =23-36), recruited by contacting
people on LinkedIin and in our own personal network.
All observers were recruiters with ample experience in
judging behaviour during interviews. All observers had
a bachelor’s degree in higher education and five out of
the six observers were female, which is in line with the
gender ratio in human resources. The observers had to
watch and rate the participants on how nervous they
appeared by assessing the nonverbal behaviour of
soundless versions of the interview videos of participants.
To minimise fatigue, each observer rated 104 rather than
all 154 videos and the rating experiment was split up into
two sessions separated by at least one day. The observers
could rate each video at a self-paced tempo, they
received all the time they needed to do so, and they
could take breaks as often as preferred. Before starting
to rate, the observers were made aware of the three inter-
view questions and self-assessed nervousness question
asked to the participants. Videos were shown in
random order and observers could indicate nervousness
levels on the same scale as the self-report question
(Labels: 1=not nervous at all; 10=very nervous) after
each video. The rating sessions lasted approximately
2 hin total (104 videos of approximately 1 min duration
each) and observers received €20 for participation.

All participants provided written informed consent
and the study was approved by the local ethics com-
mittee of Utrecht University’'s Faculty of Social and
Behavioural Sciences (#19-079). The participants of
the first group either received financial compensation
(€6) or study credits for participations. The
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participants of the second group also received a
financial compensation (€24).

2.2. Procedure

This study explored the results of a specific com-
ponent of a cohort study. In this study participants
from the first group practiced performing an online
assessment for a mock job position. The
assessment included several tasks and questionnaires.
We here only report details concerning the interview
(active speaking) part of the cohort study. Participants
were instructed to perform as well as they can during
the interview and to behave as if they were really
applying for a job. The interview consisted of three
blocks, and per block the participants watched a
video of a person asking a question which they
answered verbally. The three questions consisted of
typical interview inquiries: (1) "What motivates you
to work for this company?”, (2) "Give an example of
a goal you achieved and how you achieved this
goal" and (3) "Describe a moment in which you did
not agree with fellow group members, and how you
went about this". The participants replied after each
question and could not see the webcam video
footage of themselves during speaking. The total dur-
ation of the three answers was on average 115 s (SD =
57). At the end of the cohort study, participants
answered several questions with regard to their
behaviour during the interview. One of these ques-
tions and relevant for the current study was “How
nervous did you feel during the interview?” with a
10-point Likert scale for the answer (Only the labels
at the extremes were shown; 1=not at all; 10 = very
much). The goal of this question was to see whether
the participants’ answers could be predicted by their
facial behaviour during the interview. In other
words, we aimed to investigate how nervous partici-
pants behaved, that is how self-assessed nervousness
is expressed in facial muscle movements. Note that
we were forced to use a single question because (1)
no questionnaires exist on interview nervousness, (2)
we had to limit the psychometric questionnaires
due to a shortage of time in the already quite exten-
sive cohort study.

2.3. Apparatus

Participants and raters partook in the online study
using a Chrome web browser (Google LLC, California,
U.S.) on a 17-inch screen laptop that was placed on a
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table in a lab space with standard lighting conditions.
The assessment experiment was programmed in Java-
Script and allowed to collect webcam videos using a
Logitech (Lausanne, Switzerland) BRIO camera at
1080p with 60 frames per second. The video rating

2.4. Video analysis

The analysis of the video footage consisted of several
processing steps programmed in Python. First, the
program called the computer vision toolkit OpenFace
(Baltrusaitis et al., 2016) determined the activity levels
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Figure 1. Procedure, analysis and results. a, Example image of a video frame of author M.K. recorded with a webcam and processed by Open-
Face. b, Mean absolute error as a function of lambda hyper-parameter (small lambdas typically result in overfits with bad test as compared to
train results; large lambdas result in underfit). The optimum lambda is the point where test results are best (lowest MAE) and do not differ much
from training results. ¢, Histogram of nervousness scores determined per party (Pa = participants; Obs = observers). d, Scatter plot showing
correlation of nervousness scores by participants themselves versus the participant model that determines participant scores. e, Weights

(coefficients; betas; relevance to model) of features of the participant model (dur.=

duration, amp. = amplitude, ave.=average, out.=

outer, in.=inner, up = upper, wr = wrinkler, rais. = raiser, arous. = arousal, depres. = depressor, tight = tightener). f, Same as panel d but
now for scores by observers versus observer model. g, same as panel e but now for observer model. h, same as panel d and f but now

for observers versus participant scores.



landmark detection, see Figure 1(a)). In addition to the
AU traces, we created activity traces of basic
emotional expressions through the combination of
AUs using EMFACS categorisation guidelines (Ekman
& Friesen, 2003). We then removed the time dimen-
sion from the data by converting the time traces
into several signal features. These facial features
included the average activity before (ave.) and after
baseline-corrected (base; a low-pass fit is subtracted)
traces, the overall trend (decrease or increase) in
activity, the frequency of activity crossing a threshold
of 1 SD above the median, and the average duration,
area and amplitude of these peaks per AU and
emotion during the interview.

2.5. Modelling nervousness levels

The removal of the time dimension from the data
traces was a necessary pre-processing step for the
application of linear regression models to predict ner-
vousness levels from facial features. However,
because the feature-to-sample number ratio was
biased towards features (>300 features) in numbers,
additional dimension reduction needed to be
applied. As a next step, we selected 30% of the fea-
tures that correlated best with the self-assessed confi-
dence scores and had low multicollinearity with the
other selected features (i.e. VIF<10). After feature
selection, we used a repeated grid-search cross-vali-
dation algorithm for configuration and parameter
tuning (Krstajic et al., 2014) and tested a final model
on all the data. This is a typical machine learning
rather than statistical approach and reaches more
appropriate and reliable results for models that
should be deployed operationally (Tsamardinos
et al.,, 2018) (for potential applications, see Discus-
sion). More specifically, we first trained a linear
Ridge regression model to predict the introspective,
participant-assessed nervousness scores with the
facial features as input. Ridge models were chosen
as, in contrast to more sophisticated machine learning
models (e.g. random forests), these provide (1) insight
into the importance of each predicting feature and (2)
more reliable estimates while taking into account
multicollinearity. We created a total of 20 models,
each with a different Ridge regularisation parameter
(i.e. hyper-parameter; lambda range: log of -3 to
the log of —1) to find the best model fit and prevent
model under- or over-fit. Because of the relatively
low number of samples, we applied a repeated
hold-out protocol, choosing a computationally-
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demanding rather than standard cross-validation
approach that exploits only k-fold versions of training
and test sample divisions. For each regularisation par-
ameter we randomly divided the samples in train
(90%; n=138) and test (10%; n=16) in 1000 iter-
ations. Per iteration, we trained a new model and cal-
culated the mean absolute error (MAE) between the
modelled nervousness scores and participant-
assessed nervousness scores. We took the median
MAE across all iterations per regularisation parameter
and then selected the lambda with the lowest MAE
(see vertical line in Figure 1(b)). The selected lambda
of 233 formed the basis for the final participant-
based model for training on the full dataset (in prac-
tice this may incorporate a 5-10% overfit bias). To
simplify the final model, we stepwise removed fea-
tures with p-values above 0.75. The above steps
were repeated for a second model trained to predict
observer-based nervousness scores (lambda of obser-
ver-based-model = 34).

3. Results

The following result sections focus on the comparison
of nervousness scores produced by the question-
naires and models. Four different score types were
collected: (1) participant scores (i.e. introspectively
assessed scores by the participants after the inter-
view); (2) participant-assessed score model predic-
tions (i.e. scores by a cross-validated Ridge
regression model, trained to link facial features to
the participant-assessed scores; train fit as a function
of model regularisation was assessed on MAE as
shown in Figure 1(b)); (3) observer scores (i.e. scores
by observers that viewed the videos of participants);
and (4) observer-assessed score model predictions
(i.e. scores by a model, trained to link facial features
of participants to scores assessed by observers).

3.1. Score range comparisons

The range of participant-assessed nervousness scores
fell between 1 and 10 (M=5.3, SD=2.1), indicating
that the scores varied substantially (see solid black
line in Figure 1(c)). The participant-assessed score
model predicted a similar distribution of scores
based on the facial behaviour of participants (range:
1-10; M=54, SD=2.0; see dotted black line in
Figure 1(c)). The scores of observers, however, fell
within a biased distribution (range: 2-8; M =4.0; SD
=1.2; see solid grey line in Figure 1(c)), had low
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inter-rater reliability (Krippendorff's alpha=0.14),
which the observers-assessed score model repro-
duced (range: 2-7; M=4.0; SD = 1.2; see dotted grey
line in Figure 1(c)).

3.2. Model and participant comparisons for
participant-assessed nervousness

The overlapping rather than random score distri-
butions of the participant-assessed model served as
the first confirmation that the model captures intro-
spective nervousness levels. To further demonstrate
the model’s above-chance performance in determin-
ing nervousness levels, we calculated a Spearman cor-
relation between participant- and model-scores.
These scores were comparable, as indicated by a posi-
tive and significant correlation (rho=.47, p <.001),
and a mean score deviation of 1.6 across all partici-
pants (Figure 1(d)). Setting a signal detection
threshold at a nervousness score of 5.0 (i.e. 80% per-
centile; for other threshold selections, see Sup-
plemental online material), the model dissociates
between the least (20% percentile) and most
nervous (>80%) participants reasonably well (Hit
rate: 0.7; False alarm rate: 0.1). If the goal is to select
the 20% most nervous participants, then the prob-
ability to select a participant with a much lower ner-
vousness score (percentile <20%) is 0% (vs. 20%
chance level).

The facial features that the model used to deter-
mine scores were scattered across the face, including
effects for the lips, cheeks, nose, eyebrows and lids,
and for the emotional expressions of contempt and
sadness (for all feature weights, see Figure 1(e)).
After inspection of the feature weights and signs,
we concluded that participants expressed nervous-
ness mostly through opening of the eyes, closing
and deactivation of the lips, many episodes of
eyebrow raises, cheek raises, and nose wrinkles, and
weak negative valence, strong sadness, and weak con-
tempt expressions (see amplitudes). These results add
support to the initial conclusion that the computer
vision model could successfully determine a
person’s introspectively-assessed nervousness levels
through facial behaviour analysis.

3.3. Model and observer comparisons for
observer-assessed nervousness

The question now remains how observers interpret
facial behaviour to detect nervousness. The scores of

observers and the observer-assessed model corre-
lated significantly and positively (Figure 1(f); rho
=.60, p<.001), and the model scores deviated on
average only weakly from the observer scores (MAE
=0.8). The relevant features for the model included
mostly features around the brows and chin, and a
variety of negative expressions. According to the
observers, a participant mostly expressed nervous-
ness by a continuous (weak amplitudes and thus
few changes) downward position of the inner part
of eyebrows and upward position of the outer parts,
overall presence of an angry and sad expression,
many long and/or strong (area) arousal expressions,
short nose wrinkling and chin raising episodes, and
the gradual dropping of the jaw during the interview
(Figure 1(g)). These results suggest that, in order to
determine nervousness through subjective obser-
vation, observers pay attention to different facial fea-
tures than those that reflect introspective, participant-
assessed nervousness levels.

3.4. Participant and observer comparisons

The latter results raised the question of to what
degree introspective nervousness scores overlap
with observed nervousness scores. To further
inspect whether observers agree with the participants
on their nervousness scores, we calculated a corre-
lation between the scores of these two parties. This
correlation was weak and not significant (Figure 1
(h); rho=-0.05, p=.590; MAE = 2.5), indicating that
observers rate something totally different than partici-
pants themselves.

4. Discussion

This study examined a methodological computer
vision implementation as an objective measurement
of spontaneous, dynamic facial behaviour to deter-
mine state anxiety — more specifically, nervousness
levels — of participants during interviews. It provides
evidence that this behaviour can indeed be linked
to the introspectively-determined mental state ner-
vousness. As such, this is the first implementation of
an automated approach to classify a so far unex-
plored, non-primary emotion through the analysis of
nonverbal, time-varying facial behaviour. Some
studies took objective clustering approaches to clas-
sify primary emotions from videos with posed or
natural dynamical expressions (Hoque et al., 2012),
static pictures of faces (Sutherland et al.,, 2013), or



short videos in which posed emotional expressions
dynamically appear and then immediately disappear
(Alves, 2013; Jack et al., 2014; Krumhuber et al,,
2013). Here we report on analyses of nervous behav-
iour using much longer video recordings and analyses
of a full spectrum of facial action units that spon-
taneously changed during an interview task. Such
extended measurements of spontaneous facial,
emotional behaviour have received almost no scien-
tific attention (but for facial measurements during
non-emotional mental states, eye-brow action unit
analysis, or emotion regulation, see (Hoegen et al.,
2019; Kappen & Naber, 2021; Valstar et al, 2006)).
The applied paradigm enables us to identify and
model how a mental state, like nervousness, expresses
itself in time-varying patterns of facial action units.
With the successful implementation of computer
vision and machine learning models to determine
mental states, the results point at a more accurate
assessment of fleeting mental states than stable per-
sonality traits (for reviews, see (Agastya et al., 2019;
llmini & Fernando, 2017; Mehta et al., 2019)).

A second result of the current study is that ner-
vousness ratings by experienced recruiters do not
match the introspective ratings of the individuals
themselves. In fact, the observing recruiters were
pretty bad at determining nervousness levels of the
target individuals. It is known that observers have
difficulty detecting and associating non-verbal beha-
viours to lying or deception (DePaulo & Morris, 2004;
Vrij et al,, 2019), but we find it rather surprising that
observers also lack this skill in the context of states
of anxiety. The fact that observers could not correctly
identify non-verbal behaviour to determine nervous-
ness, does not necessarily mean that this behaviour
has no functional relevance. The non-verbal
expression of nervousness may primarily have a self-
serving biological rather than an other-serving social
(warning) function.

Evidence for the latter was found in the analysis of
the changes to action units in very nervous individ-
uals. When considering introspective nervousness
scores as ground truth, nervousness shows itself as a
combination of activation and deactivation of individ-
ual action units and emotional expressions. A holistic
interpretation of the pattern of facial changes associ-
ated with a state of nervousness can best be
described as a facilitation of visual input (eyes
opened, raised eyebrows) and the prevention of phys-
ical and chemical input, mediated by a form of disgust
(closing of lips and nose). Such behaviour makes

COGNITION AND EMOTION 11

sense in an uncertain (and perhaps unsafe) environ-
ment that requires the monitoring of the surround-
ings (Susskind et al., 2008) while minimising physical
interaction with the environment through for
example taste and smell (Chapman et al., 2009). Ner-
vousness thus reflects a combination of sensory
exposure and disclosure, suggesting a bimodal distri-
bution on the approach/avoidance (appetitive/aver-
sive) axis of a recognised emotional model (Lang
et al., 1990).

While the facial behaviour measurements were of
objective nature, it is worth mentioning that the
models that linked behaviour to the state of nervous-
ness were trained with subjective (introspective, self-
report) labels. The utility of self-report measures,
even those with adequate validity and reliability, is
impeded by the participant’s conscious and uncon-
scious response distortion, such as social desirability
(Mezulis et al., 2004; Van de Mortel, 2008; Viswesvaran
& Ones, 1999), and various forms of bias (for an over-
view, see Dunning et al,, 2004). These aspects may
have distorted or, at least, invoked noise in the
video annotations. Nonetheless, the signal-to-noise
ratio of the introspective labels was high enough to
create a model that can make significantly accurate
predictions as to what degree a person is nervous
during interviews.

One particularly remarkable finding was that the
model was able to determine the self-reported ner-
vousness levels better than human observers. The
results suggest that observers pay attention to other
facial changes than those that actually occur when a
person is (or thinks being) in a nervous state. Observers
apparently look for continuous expressions related to
frustration, mostly reflected in the typical V-like posi-
tioning of the eyebrows. It makes sense that observers
pick up on more salient expressions more easily,
especially when these are expressed all the time. Obser-
vers experience many challenges — mostly caused by
attentional capacity limits during multi-object tracking
— when only subtle and dynamic facial properties, such
as the frequency and amplitudes of expressive epi-
sodes, give away a person’s mental state (Naber et al.,
2013). Nonetheless, the mismatch between and outper-
formance of computer vision (objective, though trained
on introspective and subjective labels) observations
over human (subjective) observations raises the ques-
tion of whether human judgments should be con-
sidered as ground truth.

Another hallmark question is whether the obser-
vation of someone’s behaviour without access to
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priors (e.g. based on feedback from participants) leads
to more reliable judgments than when relying on
introspective observation of one’s own feelings. This
has been an ongoing debate since centuries, as
reflected in fluctuations in their popularity associated
with the dominance of psychological schools such as
behaviourism and gestaltism (Lieberman, 1979).
Although both study approaches incorporate a sub-
jective aspect, we here lean towards favouring intro-
spective above observational assessments because
individuals themselves have direct access to how
nervous they feel and observer ratings tend to be
inconsistent. While both observation (what did |
see?) and introspection (how did | feel?) are subject
to internal noise and perhaps memory biases (Coles
& Heimberg, 2002; Herrera et al., 2017), observers
lack direct access to another person’s central and per-
ipheral nervous system, which are both likely subject
to change when entering a heightened state of
nervousness.

The current study assessed the observational judg-
ments of only 6 recruiters, which means that the low
inter-rater reliability needs to be interpreted with
some caution. Nevertheless, our results are in line
with previous studies showing both low reliabilities
(Huffcutt et al., 2013) and biases in judgments
(James et al., 1984; Lippens et al, 2023; Moss-
Racusin et al, 2012; Riach & Rich, 2002). The low
reliabilities can be due to either (i) a lacking validity
in the measurement (i.e. nervousness would be a
concept without ground truth) or (ii) the limited to
no access to ground truth by the raters. As nervous-
ness could be successfully determined by a computer
vision model, this convincingly suggests that nervous-
ness is a valid and existential concept, but that raters
had no access to the ground truth.

One potential reason for why recruiters cannot rate
a candidate’s nervousness level is that they never
received training to observe and interpret non-
verbal behaviour to determine states of anxiety. Ner-
vousness may not always be a relevant state to
assess. Nevertheless, if nervousness is a factor of inter-
est during job interviews, for example when a job
requires a confident employee, it is unlikely that
recruiters discuss and receive (honest) feedback
from candidates about their nervousness judgment.
It may not always be appropriate to express a ner-
vousness judgment to a candidate. Such conditions
prevent recruiters to learn, creating a general
problem in recruitment. Even when a certain mental
state is intrinsically relevant, such as a candidate’s

motivation to work for a company, non-verbal-behav-
iour-based judgments by observers remain inaccurate
(Kappen & Naber, 2021). Another reason for why non-
verbal behaviour is not correctly interpreted by recrui-
ters, is that they may focus mostly on verbal aspects
(i.e. the content of what is said). To test this possibility,
future research would have to elucidate what non-
verbal and verbal expressions together tell about a
candidates mental states and on which aspects obser-
vers rely most. Another line of research that requires
exploring relates to the generalisability of the
current findings. Emotional expressions are known
to vary considerably across cultures and contexts
(Barrett et al., 2019). As such, it would be interesting
to conduct a cross-cultural study on nervousness in
a variety of (interactive) settings with different con-
texts and tasks (e.g. classroom presentations). Lastly,
although observers had difficulty determining an
average nervousness score, they may show above
chance performance if allowed to rate nervousness
on a moment-by-moment scale (e.g. per video
frame). The continuous report of emotional states
has successfully been used in the past (Zaki et al.,
2008; Zaki et al., 2009) and may provide insights
into how nervousness fluctuates over time.

In conclusion, this study shows that more valid and
reliable observations can be made by computer vision
and artificial intelligence than by humans, at least
when considering introspective feelings as ground
truth. As such, an interesting line of future research
to pursue could be the investigation of the accuracy
of the nervousness detection models in other tasks,
like in social or real-life rather than online settings,
such as the Trier Stress Test (Allen et al, 2017;
Linares et al., 2020). If model generalisation is positive,
potential applications could then be, for example, the
use of feedback during nervousness suppression
training (e.g. Kim et al., 2017), an objective nervous-
ness detection method during police interrogations
(e.g. Stromwall et al., 2006), or the monitoring of sol-
diers in combat situations (e.g. Tornero-Aguilera
et al,, 2018).
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